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ABSTRACT
We present DPT: a wireless sensor network protocol for bulk
tra�c that uniquely leverages electronically switchable di-
rectional (ESD) antennas. Bulk tra�c is found in several
scenarios and supporting protocols based on standard an-
tenna technology abound. ESD antennas may improve per-
formance in these scenarios; for example, by reducing chan-
nel contention as the antenna can steer the radiated en-
ergy only towards the intended receivers, and by extending
the communication range at no additional energy cost. The
corresponding protocol support, however, is largely missing.
DPT addresses precisely this issue. First, while the net-
work is quiescent, we collect link metrics across all possible
antenna configurations. We use this information to formu-
late a constraint satisfaction problem (CSP) that allows us
to find two multi-hop disjoint paths connecting source and
sink, along with the corresponding antenna configurations.
Domain-specific heuristics we conceive ameliorate the pro-
cessing demands in solving the CSP, improving scalability.
Second, the routing configuration we obtain is injected back
into the network. During the actual bulk transfer, the source
funnels data through the two paths by quickly alternating
between them. Packet forwarding occurs deterministically
at every hop. This allows the source to implicitly “clock”
the entire pipeline, sparing the need of proactively synchro-
nizing the transmissions across the two paths. Our results,
obtained in a real testbed using 802.15.4-compliant radios
and custom ESD antennas we built, indicate that DPT ap-
proaches the maximum throughput supported by the link
layer, peaking at 214 kbit/s in the settings we test.
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Figure 1: DPT operation.
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1. INTRODUCTION
Bulk tra�c is arguably a frequent pattern in wireless sen-

sor networks (WSNs), often found in scenarios such as struc-
tural health monitoring [4, 27, 36], wildlife monitoring [13]
and volcano monitoring [47]. In these scenarios, tens of
resource-constrained sensor nodes quietly monitor some event
of interest. Upon recognizing such an event, they gather
large amounts of data; for example, high-frequency acceler-
ation samples, which are then sent over multiple hops to a
powerful sink node for further processing.
Challenges. The literature includes several WSN protocols
to support the bulk tra�c pattern [9, 39]. Most of them are,
however, based on omni-directional antennas, that is, trans-
missions are thought to spread the radiated energy equally
in every direction. Di↵erently, electronically switchable di-
rectional (ESD) antennas can concentrate the radiated en-
ergy only in given directions [21], using a software control
to determine the direction of maximum antenna gain on a
per-packet basis. This allows one to reduce channel con-
tention by directing the antenna only towards the intended
receivers and to increase the communication range with no
impact on energy consumption. This antenna technology



recently proved to be viable also for WSN devices [34]: an-
tennas like the one we use in this work can indeed meet the
relevant energy and form factor constraints.

In principle, the features of ESD antennas would make
them ideal to support bulk tra�c. The reality, however, is
that network designers are unable to reap the benefits of
ESD antennas for bulk tra�c because of the lack of proto-
col support. Existing solutions [9, 39] are indeed unsuited to
operate with ESD antennas, as they simply do not consider
antenna directionality. As a result, they cannot work out-
right without undergoing significant changes in their design.

Conceiving multi-hop wireless protocols using ESD anten-
nas is challenging. For example, these antennas introduce
additional complexity in topology construction and mainte-
nance because of the large number of antenna configurations
possible between nodes. Existing work using directional an-
tennas, on the other hand, typically target tra�c patterns
other than those germane to WSNs, and are often limited
to one-hop configurations [30, 31, 33]. The few attempts in
WSNs are, however, limited to using directional antennas
only when transmitting [32], hence missing out on part of
the benefits brought by this antenna technology.

Moreover, when forwarding data over multiple hops, intra-
path and inter-path interference significantly a↵ects the at-
tainable throughput [26]. Existing approaches to avoid intra-
path interference use wireless channel diversity [35, 39] or
separate interfering flows in time [26]. The former approaches
are limited by the availability of interference-free channels,
which are in fact di�cult to identify in the increasingly
crowded radio environments where WSNs are deployed [49].
Time-multiplexing the flows, on the other hand, is typically
detrimental to the overall throughput.
Contribution. To tackle these challenges, we design DPT
(Directional Pipelined Transmission): a multi-hop wireless
protocol we expressly conceive to support bulk tra�c using
ESD antennas. At the core of DPT is the use of multiple
disjoint paths for multi-hop routing and a custom approach
to synchronize packet transmissions all the way up to the
data sink. The protocol operation unfolds in several distinct
steps, shown in Figure 1:

1. While the system is quiescent; for example, whenever
nodes monitor their sensors awaiting an event [47], we
gather link metrics for all possible antenna configura-
tions. As soon as we probe every antenna configura-
tion for a node, thus having complete information for
a given device, these metrics are communicated to the
sink. This process repeats periodically.

2. Upon a request of bulk transfer from any of the nodes,
the sink first applies domain-specific heuristics to filter
out link metrics likely immaterial to determining the
routing configuration; next, it uses the processed link
metrics to derive a model of the network as a function
of antenna configurations and to determine the conflict
graph. The latter identifies the packet transmissions
that would interfere with each other in the absence of
capture e↵ect [29].

3. The link metrics and conflict graph are input to a
constraint satisfaction problem (CSP) to identify a
routing configuration with two node- and link-disjoint
paths. Such configuration minimizes the overall cost
of the routes according to the chosen link metric. The

domain-specific heuristics we apply at the previous
step ease the processing demands in solving the specific
problem instance at the sink, improving scalability.

4. We inject the solution returned by the CSP solver into
the network, including the node-by-node paths and
the corresponding antenna configurations. The source
funnels data through the two paths by alternating be-
tween them, as shown in Figure 2. Along each path,
we make packet forwarding occur within determinis-
tic latencies [35]. As a result, each path is implicitly
“clocked”by the source when injecting the packet. The
sink operates opposite to the source, and alternates
the receiving antenna configuration between the two
downstream nodes. This works only if the two paths
di↵er by an even number of hops, which we give as an
additional constraint to the CSP solver.

The advantages of our solution are several: i) unlike the
state of the art, it makes full use of directional transmis-
sion on both the transmitter and receiver end, harvesting
the most benefits from ESD antennas; ii) it does not require
multiple wireless channels to operate, which are increasingly
hard to identify in many settings; and iii) it spares the
need for a separate time-synchronization protocol to sched-
ule transmissions, reducing the overhead.

These advantages materialize in a performance near the
maximum throughput possible over the link-layer technol-
ogy we use. Our results indicate that DPT can send bulk
data at a maximum throughput of 214 Kbit/s and at a mean
throughput of 203 Kbit/s, with a minimum packet reception
rate of 90%. This performance holds as long as the state of
the network at the time of collecting the link metrics remains
comparable to that at the time of performing the bulk trans-
fer, which is expected to be the case in most of the target
application scenarios [4, 13, 27, 36, 47]. In such scenarios,
indeed, links are stable over periods of hours [46]. Nonethe-
less, we also investigate how DPT’s performance changes
whenever these conditions do not hold.

The paper proceeds as follows. We discuss related work
in Section 2. Section 3 presents DPT’s design, whereas im-
plementation details are briefly discussed in Section 4. Sec-
tion 5 presents our experimental evaluation. Before con-
cluding, we place DPT’s performance in the perspective of
existing literature on bulk transfer protocols in Section 6,

2. BACKGROUND
We present background material to provide a foundation

for the remainder of the paper.

2.1 Applications and Protocols
Applications characterized by bulk tra�c include struc-

tural health monitoring [4, 27, 36], wildlife monitoring [13],
and volcano monitoring [47]. In these scenarios, the need for
high-throughput bulk transfers extends beyond the mere ne-
cessity of delivering data, as the protocol e�ciency may also
a↵ect the data quality. For instance, Werner et al. [47] re-
port that communicating to the sink a single volcanic event,
which alone generates around 50 Kbytes of data per sensor
node, may take so long to prevent the detection of many
back-to-back seismic events.

When deploying these applications, the system is typi-
cally partitioned into a dense sensing network and a sparse
backbone of forwarding nodes [2]. The latter are equipped
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Figure 2: DPT: transmissions occur in parallel over the two paths at non-interfering links. The nodes change
antenna orientation based on which of the two paths is active. S indicates the source node, D indicates the sink, and F
nodes are forwarding. Dashed arrows indicate possible interference at the receiving end. Darker (red) arcs indicate directional
transmissions, lighter arcs (blue) are directional receptions.

with external omni-directional antennas and power ampli-
fiers, which allow them to cover hundred(s) of meters in a
single hop, thus reducing the overall number of hops within
the forwarding backbone [38]. Precisely because of this, the
use of ESD antennas is appealing in these scenarios, in that
they can increase communication range at the same energy
cost, sparing the need for energy-consuming power ampli-
fiers. In addition, the ability to reduce contention on the
wireless channel might further reduce energy consumption
by increasing the reliability of the individual transmissions.

Among existing bulk tra�c protocols, many employ var-
ious forms of packet scheduling often combined with con-
ditional immediate transmission (CIT) [35]: a forwarding
mechanism that achieves high end-to-end throughput. For
example, Flush [26] achieves a throughput of 4.8 Kbit/s by
controlling the rate of transmissions to ensure packets on
the same path do not interfere. PIP [39] uses CIT and mul-
tiple channels to reach a throughput of roughly 58.4 Kbit/s.
Burst forwarding [12] shows lower throughput than PIP, but
uses radio duty cycling and hence gains in energy e�ciency.
Zhang et al. use CIT and optimal scheduling to reach a
throughput of up to 202.4 Kbit/s [48]. Chen et al. develop
a collection protocol that uses multiple channels and multi-
ple paths [5]. P3 [9] uses CIT, multiple channels, and syn-
chronous transmissions [17] to forward packets using a sub-
set of the nodes identified from global topology information.

In contrast to DPT, these approaches are all based on
omni-directional antennas and may require multiple chan-
nels to operate. The latter is also a requirement for multi-
radio platforms [14]. Given the crowded radio spectrum [49],
this may become an issue: it will be increasingly di�cult to
identify multiple interference-free channels, and yet if only
one of them is interfered, the whole protocol operation may
su↵er. For example, Doddavenkatappa et al. state “(if) one
of the channels used in a pipeline is bad, the pipeline stalls
and throughput degrades significantly” [9].

2.2 Directional Antennas
Directional antennas that can dynamically direct trans-

missions such as switched and adaptive beamforming are
widely employed in cellular and ad-hoc networks. A signif-
icant body of work exists in this field [8]. Recent examples
include the work by Arslan et al. who design an e�cient Wi-
Max beamformer antenna and implement real prototypes [1]
as well as works on adaptive beamforming for indoor wire-
less LANs [7]. Liu et al. design a wireless network whose
access points (AP) use phased array directional antennas to
achieve high throughput in dense, indoor environments [30].
They further develop a distributed protocol called SPEED

and demonstrate in a testbed with directional antennas that
it can lead to capacity improvement [31]. Along the same
lines, Ramanathan et al. implement and evaluate a com-
plete system solution for ad-hoc networks [40]. These kinds
of antennas, however, are not suitable for sensor network ap-
plications; for example, because of physical size constraints.

Existing literature investigating the use of ESD antennas
in sensor networks can be roughly divided into two cate-
gories, focusing on the design of either antenna prototypes
or network protocols. The former works demonstrate the
viability of ESD antennas, showing that current technology
can meet the requirements of form factor and energy con-
sumption. However, these works rarely assess the impact
of the prototypes on the network performance. Specifically,
Giorgetti et al. [19] assess the improvements in link perfor-
mance with a prototype designed by combining four patch
antennas. Viani et al. [44] present a design based on para-
sitic elements, and analyze its ability to reduce interference
and to support localization. Parasitic elements are a com-
mon choice to reduce cost and size [7] and are also used
by Nilsson [34] in the design of SPIDA, the specific ESD

antenna we employ, further described in Section 4.
In the second category, protocols are often designed based

on idealized antenna models that are rarely evaluated with
real hardware [20, 41]. An exception is Felemban et al. [15],
who also present a testbed evaluation of their neighbor dis-
covery protocol. We use a modified version of this proto-
col to collect link metrics when the network is quiescent.
Other works focus on specific network services considered
in isolation, such as neighbor discovery [43] and MAC [16].
Mottola et al. demonstrate how slight modifications to an
existing collection protocol designed for omni-directional an-
tennas can lead to significant performance improvements us-
ing ESD antennas [32]. They use simulations based on an
empirical link-layer model of the SPIDA antenna.

Overall, our work complements the existing literature by
tackling the problem of employing ESD antennas for bulk
tra�c, an area where dedicated solutions are missing.

3. DPT: DIRECTIONAL
PIPELINED TRANSMISSION

First, we provide an overview of the protocol operation.
Next, we describe how we gather the necessary link metrics
and how we pre-process them by applying custom heuris-
tics to aid scalability. Then, we illustrate the CSP formu-
lation [18] we use to identify the packet routes.We conclude
by describing how the identified routing configurations reach
the WSN nodes, and then used for bulk transmissions.



3.1 Overview
We adopt a centralized approach. Target applications

usually feature a powerful sink to process the sensed data [38],
which we leverage also to identify the routing configuration.

Many wireless sensor network applications requiring sup-
port for bulk transfers also feature large periods of inactivity
between sensing cycles; for example, as in volcano monitor-
ing [47]. As we describe in Section 3.2, we take advantage
of such inactive periods to probe the wireless links across
all possible antenna configurations. This step outputs a
link metric depending on the given antenna configurations.
For example, if an antenna features k possible directions of
maximum gain, every link is in principle characterized by
k

2 metrics, corresponding to every transmitter-receiver an-
tenna configuration. However, due to directional transmis-
sions and receptions, many of these combinations are un-
feasible, since the nodes can only communicate when the
sender and the receiver antenna lobes su�ciently overlap.
We then funnel the link metrics to the sink. We use sub-
sequent rapid floods with the antennas in omni-directional
mode to this end, as in existing work [9].

Section 3.3 describes how the sink pre-processes the link
metrics. First, the sink applies dedicated heuristics to sim-
plify this information before using them to establish the
routing paths. Indeed, we experimentally verify that out
of the feasible transmitter-receiver antenna configurations,
only a small portion is typically part of an e�cient rout-
ing configuration. The remaining link metrics can be disre-
garded without significantly a↵ecting the overall e�ciency,
yet greatly easing the processing demands at the sink, thus
improving scalability. Next, the sink determines possibly
interfering links, that is, pairs of links and corresponding
antenna configurations that—if used simultaneously—would
cause the transmissions to collide without the capture e↵ect
to possibly redress the situation [29]. We call this informa-
tion conflict graph.

As described in Section 3.4, the link metrics and conflict
graph are then fed as input to a CSP solver, which deter-
mines the two non-interfering paths based on a CSP for-
mulation of the routing problem. This includes, among the
stated constraints, the conditions that allow the two paths to
be both link- and node-disjoint, as well as the restrictions on
the di↵erence in the length of the two paths. In principle,
our approach would also work for more than two disjoint
paths, but that would not provide further improvements,
because: i) two paths are already su�cient to approach the
maximum throughput supported by the link-layer, ii) at the
source, packets cannot be generated faster than this. In a
sense, with DPT it is the source’s ability to quickly inject
packets in the pipelines that becomes the limitation.

The solution the CSP solver returns is then injected back
to the network, where every node configures its directional
antenna accordingly. We use subsequent network floods [17]
with antennas set in omni-directional configuration to com-
municate these data to the nodes. As we illustrate in Sec-
tion 3.5, at this point the source can start funneling data
through the two paths, alternating the upstream node with
the corresponding antenna configuration. Transmissions a-
long the two paths will then occur in parallel until they join
at the sink, which switches the receiving antenna configura-
tion by alternating between the two downstream nodes.

(12%,0.5)

(25%,0.75)

Figure 3: Ranking of antenna configurations based

on RSSI values against whether the antenna configu-

ration becomes part of an optimal solution. Notably,
75% of the antenna configurations in an optimal solution
lie within the top 25% antenna configurations, according to
RSSI values, for the same link.

3.2 Collecting Link Metrics
To provide the input to determine the two node- and link-

disjoint paths, we need to gather the link metrics. Compared
to networks with omni-directional antennas, the procedure
to do so changes in the presence of ESD antennas. In princi-
ple, we need to probe every links for every possible antenna
configuration.

To this end, we use a neighbor discovery protocol that
employs a token-based approach, similar to SAND [15]. The
token is released by the sink. A node holding the token
performs the neighbor discovery by sending hello messages
along every possible antenna configuration. The neighbors
send replies in a time-slotted manner. Once a node finishes
neighbor discovery, the collected link metrics are sent to the
sink. We repeat the procedure across the entire network
until a node requests a bulk transfer.

For every transmitter-receiver antenna configuration, as
link metrics we estimate the packet delivery rate (PDR), as
well as the mean signal strength (RSSI) of the received pack-
ets, as returned by the radio chip. To determine the PDR,
we send a fixed number of reply messages along each an-
tenna configuration in response to a single hello message.
The PDR is used as a link metric to find disjoint paths
with highest reliability. Di↵erently, the RSSI values are used
to identify transmissions that would collide if scheduled si-
multaneously, which is eventually represented as the conflict
graph.

For every node, the sink attempts a round of neighbor
discovery for a maximum number of times, by regenerating
the token upon expiration of a timer. Beyond the maximum
number of retries, the sink considers a node as failed and
proceeds with the next one.

3.3 Pre-processing Link Metrics
In response to a request from a source to perform a bulk

transfer, the sink pre-processes the collected link metrics
before triggering the CSP solver. In doing so, the sink con-
siders the last hour of link metric data, based on evidence
found in the literature on the link dynamics in the scenarios
we target [46]. This pre-processing includes two steps.
Applying heuristics. Based on experimental evidence, we
recognize that not all the feasible transmitter-receiver an-
tenna configurations are to be considered by the CSP solver.



We rather observe that only a small fraction of such antenna
configurations tend to become part of the optimal solution,
and that this fraction is identifiable beforehand.

Figure 3 verifies this observation, based on a dataset we
collect from real-world experiments, further illustrated in
Section 5. We obtain the chart by considering any two nodes
connected by a link in the optimal solution, and by ordering
the antenna configurations between these nodes according
to the RSSI value. The X axis therefore indicates the per-
centage of antenna configurations with highest RSSI value
out of all antenna configurations for a link. The Y axis plots
the cumulative distribution function (CDF) of such antenna
configurations in the optimal solutions, that is, what fraction
of optimal solutions includes the corresponding percentage
of antenna configurations with highest RSSI value.

The key insight from Figure 3 is that 75% of the antenna
configurations for a link that is part of an optimal solution
lie among the 25% antenna configurations with highest RSSI
values for the same link. Further, we observe that almost
half of the antenna configurations for a link that is part of an
optimal solution lie within the 12% antenna configurations
with highest RSSI values for the same link.

In essence, the plot tells us that the antenna configurations
ultimately part of an optimal solution are likely those with
highest RSSI, whereas antenna configurations corresponding
to medium or low RSSI are rarely included. Based on this
observation, we develop two heuristics to filter out likely
immaterial antenna configurations. This reduces the size of
the problem’s input, speeding up the execution of the CSP
solver and hence improving scalability.

One possibility is to only keep the M antenna configura-
tions with highest RSSI. We call this heuristic top M con-
figurations. For example, if between two given nodes we
initially find 20 feasible antenna configurations and M = 5,
we only keep the 5 highest RSSI antenna configurations and
discard all others. The value of M is experimentally derived
from the same dataset used to create Figure 3. This ap-
proach should be especially e↵ective for many outdoor sce-
narios where nodes are kept in line of sight, as in many of
the applications we target [13, 47]. In these scenarios, the
antenna orientation directed straight towards the receiver
typically results in the highest signal strength [37].

Another possibility is to filter out antenna configurations
only between the node pairs with a large number of feasible
antenna configurations, so not to remove antenna configura-
tions between nodes that enjoy fewer choices. To this end,
we first compute the average number of feasible antenna
configurations between any pair of nodes. Then, across the
nodes with more feasible configurations than the average, we
keep only the N% best configurations, based on RSSI values.
We call this heuristic weighted top N%.

For both heuristics we quantitatively measure, in Sec-
tion 5, both the speed-up in processing time to identify a
solution to the routing problem and their impact on a solu-
tion’s optimality. Indeed, both heuristics do not guarantee
to retain an antenna configuration that would be included
in the optimal solution. Running the risk of removing a use-
ful antenna configuration is, however, the cost to pay for
increased scalability in solving the CSP.
Computing the conflict graph. Notions akin to our con-
flict graph are widely used in wireless networks to identify
interfering links [25, 30, 31]. In this work, we compute a
form of conflict graph from the link metrics output by either

Figure 4: Packet reliability at the sink for di↵er-

ent values of T

c

. In the box plot, the top gray horizontal
bar represents the median and the lower gray horizontal bar
the minimum (excluding outliers) while the circles represent
the outliers. The upper hinge of the box represents the 75
percentile, and the lower hinge represents the 25 percentile.
A setting close to the co-channel interference tolerance level
leads to high variance and low e�ciency.

heuristic. We check, for every link in the network and asso-
ciated antenna configurations, the RSSI value correspond-
ing to every potentially concurrent transmission towards a
common receiver r. If two links and associated antenna con-
figurations are found to yield RSSI values whose di↵erence
is below a threshold T

c

, the links and their antenna config-
urations are added to the conflict graph. We use T

c

to de-
termine whether capture e↵ect [29] takes place and thereby
either packet would be correctly received nonetheless.

The key question is how to set T

c

. Using CC2420 ra-
dios, T

c

is found to be around 3 dB for single transmissions,
which equals the co-channel interference tolerance level of
the radio chip [6]. However, RSSI values may vary over
time also with directional antennas [45]. Setting T

c

exactly
to 3 dB when computing the conflict graph—which must re-
main valid for the duration of the bulk transfer—might lead
to packet corruption, as the RSSI values of concurrent trans-
missions may temporarily fall below the radio’s co-channel
interference tolerance level.

Figure 4 provides evidence of this phenomenon, based on
an excerpt of the real-world experiments we discuss in Sec-
tion 5. The chart shows that, as T

c

increases, the system
performs increasingly better in terms of packet reliability at
the sink. Moreover, the variance between di↵erent experi-
ments also decreases as T

c

increases, as higher values of T
c

o↵er added resilience to RSSI fluctuations. Care must be
taken, however, in increasing the value of T

c

. An exces-
sively high value may needlessly reduce the solution space,
excluding the use of links that would rather correctly oper-
ate simultaneously because of capture e↵ect.

To complicate matters, we also observe that some of the
links can be interfered by more than one concurrent trans-
mission. In these situations, the combined signal strength of
the interfering transmissions also increases, possibly requir-
ing a further increase in T

c

. To address this issue, we may
adjust T

c

as a function of how many links are possibly inter-
fering, or modify the formulation of the CSP to prevent the
concurrent use of links possibly interfered by more than one
transmission. Both approaches, however, would increase the
complexity of the processing at the sink and be detrimental
to overall scalability.



Because of the considerations above, we set T
c

= 6 dB and
use this setting for the evaluation in Section 5. The evidence
we collect in our experimental setting demonstrates that this
configuration strikes a good balance between resilience to
RSSI fluctuations, also in the presence of multiple interfering
links, and the reduction of the solution space.

3.4 Optimization problem
Given the pre-processed link metrics and the conflict graph,

we formulate the routing problem as a Constraint Satisfac-
tion Problem (CSP) and attempt to optimally solve it.

We model the network as a digraph. The node set N is
composed of the sensor nodes with designated source node
o 2 N and sink node d 2 N . Let C denote the configuration
set of the transmitter antenna of every node (except the
sink) as well as of the receiver antenna of every node (except
the source). In our experiments, |C|= 6, that is, for any given
link, there are 36 combined configurations.

We set w

i,j,t,r

to be inversely proportional to the packet
delivery rate on link (i, j) with antenna configuration (t, r),
and use an infinite cost for antenna configurations with in-
su�cient connectivity. We model the conflict graph as a
set F of tuples hi, j, t, r, i0, j0, t0, r0i where i, j, i

0
, j

0 2 N and
t, r, t

0
, r

0 2 C, denoting that link (i, j) with combined con-
figuration (t, r) is in conflict with link (i0, j0) with combined
configuration (t0, r0) if used at the same time.

Our goal is to find a disjoint path route from the source
to the sink at minimal cost subject to specific constraints.
Our CSP model uses the following decision variables, where
i 2 N and p 2 [1, 2] distinguishes the path:

S

i,p

2 N : successor of node i on path p, if i is on path p,
otherwise i.

T

i,p

2 C: transmitter configuration of node i on path p, if i
is on path p, otherwise 1.

R

i,p

2 C: receiver configuration of node i on path p, if i is
on path p, otherwise 1.

D

i,p

2 N: distance in hops, at most |N |�1, from the source
to node i on path p, if i is on path p, otherwise 0.

We are to find an assignment to these variables that min-
imizes the overall cost of the routing configuration, which is
a function of the S, T,R variables:

Minimize
X

i2N\{d},p2[1,2]

w

i,Si,p,Ti,p,RSi,p,p (1)

Whether the solution is admissible depends on the follow-
ing constraints:

C1: There should be two link- and node-disjoint paths from
the source to the sink.

C2: We must not simultaneously use pairs of links in the
conflict graph.

C3: The length of the paths must di↵er by an even number.

Constraint C1 guarantees that each node and each link
is only part of one path while constraint C2 ensures that
concurrent transmissions do not collide destructively. Note
that, however, constraint C2 does not prevent the solution
from using links in the conflict graph at di↵erent times. This

is intentional, in that it fosters higher parallelism through-
out the two source-sink paths. On the other hand, without
constraint C3, packets from the two disjoint paths would ar-
rive simultaneously at the sink and collide. We now explain
how the above constraints are modeled in our CSP.

Constraint C1 is modeled by (2–7) in the following. In
doing so, we use the successor representation of paths, as de-
fined for S

i,p

variables. By using the convention that i) the
path must originate from the source (2); ii) the source is the
successor of the sink (3); and iii) any node that does not take
part in a given path is its own successor, we have the neces-
sary condition that both sets of successors are permutations
of N (4). Such permutation conditions are propagated very
e�ciently by CSP solvers. Link-and node-disjointness are
straightforward to express (5). Equation (6) and (7) pre-
vent cycles, by ensuring that all D

i,p

values are valid.

S

o,1 6= o 6= S

o,2 (2)

S

d,1 = S

d,2 = o (3)

{S
i,1 | i 2 N} = {S

i,2e | i 2 N} = N (4)

8i 2 N \ {o, d} : S
i,1 = i _ S

i,2 = i (5)

D

o,1 = D

o,2 = 0 (6)

8i 2 N \ {d}, 8p 2 [1, 2] :

D

i,p

=

⇢
0, if S

i,p

= i

D

Si,p,p � 1, otherwise
(7)

Constraint C2 is modeled by (8), which needs to be trans-
formed into a form suitable for the CSP solver, because the
solver has no e�cient way of expressing that a tuple is a
member of the set. Thus, in a pre-solving phase, we trans-
form (8) into an and-or-tree with equalities x = v at the
nodes, where x is a decision variable and v is an integer:

8i, j 2 N \ {d}, p, q 2 [1, 2] :
(D

i,p

+D

j,q

+ p+ q) mod 2 = 0 =)
hi, S

i,p

, T

i,p

, R

Si,p , j, Sj,q

, T

j,q

, R

Sj,q i 62 F
(8)

Constraint C3 is straightforward to express:

(D
d,1 +D

d,2) mod 2 = 0 (9)

Finally, as is often the case in combinatorial optimization,
the problem contains an obvious symmetry: any solution
can be transformed to an equivalent solution by swapping
the two paths. To avoid this useless degree of freedom, we
break the symmetry with (10):

S

s,1 < S

s,2 (10)

By using only a subset of the constraints, it is straightfor-
ward to get the optimal solution for a single path with the
corresponding antenna configurations.

3.5 Bulk Transfer
Once the CSP solver identifies a solution to the routing

problem, we encode the individual node and antenna config-
urations in dedicated control packets, which we inject into
the network using rapid network floods [17] with the an-
tennas in omni-directional mode. By doing so, every node



Figure 5: The ESD antenna we use in our experi-

ments. The antenna is integrated with a standard TMote
Sky node. Contiki drivers allow to control the direction of
maximum gain in software.

on either path knows what is the receiving/transmitting an-
tenna configuration as well as the identity of the upstream
node, and prepares for the bulk transfer. We use a similar
packet to trigger the actual bulk transfer at the source.

As hinted before, the source alternates between the two
upstream nodes, funnelling data along either path. By doing
so, the source implicitly “clocks” the entire pipeline: from
now on, the forwarding transmissions at the intermediate
nodes proceed with deterministic latency, using techniques
similar to CIT [35]. At the sink, we apply the opposite mech-
anism, and alternate the antenna configurations between the
two downstream nodes to receive data from either path1.

As the bulk transfer proceeds, DPT continues to operate
e�ciently as long as the network state reflects the link met-
rics used to determine the two disjoint paths. Although this
is expected to be the case in most of the applications we
target [4, 13, 27, 36, 47]—where link qualities are observed
to be stable over periods of hours [46]—we design a simple
mechanism to find out whenever such conditions cease to
hold and a routing reconfiguration is necessary.

Specifically, we allocate one byte per hop in the packet
header to store RSSI information. At the intermediate for-
warding nodes, we append the RSSI of the received packet
before forwarding the packet further. On receiving the packet
at the sink, we inspect the RSSI information collected at all
hops along the forwarding path. The sink can then com-
pare this information with that used earlier to determine
the routing paths. In case of a significant mismatch, the sink
temporarily stops the bulk transfer, re-initiates the process
of collecting link metrics, computes a new optimal solution
to the same CSP given the new input data, and resumes the
transfer.

4. PROTOTYPE
We create a hardware/software prototype of DPT includ-

ing custom-built ESD antennas. We use the prototype to
perform a real-world evaluation, reported in Section 5.
Antenna. We use an ESD antenna similar to the one of
Nilsson [34, 50], connected to a standard TMote Sky node
that features a CC2420 radio [6]. The antenna has six par-

1In the case of paths of unequal lengths, packets on the
shorter path start to arrive earlier than on the longer path,
as the pipeline in the latter needs more time to fill up. In
this case, we only start to alternate antenna configuration at
the sink once we have received a number of packets from the
shorter path equal to the di↵erence in the number of hops.

asitic elements surrounding a quarter wavelength monopole
antenna. As a result of this design, the antenna gain varies
as an o↵set circle from -4 to +7 dB in the horizontal plane.
The six parasitic elements can be individually grounded or
isolated using a software control. When all the parasitic ele-
ments are isolated, the antenna operates in omni-directional
mode. If all the parasitic elements except one are grounded,
the direction of the maximum antenna gain is towards the
isolated element. This results in six directional configura-
tions of the antenna, plus the omni-directional mode. The
change of the direction of maximum gain happens within a
few microseconds.

Contiki drivers allow a programmer to control the ground-
ing or isolation of individual parasitic elements via soft-
ware. The resulting antenna prototype is comparable to
state-of-the-art dynamically steerable antennas available for
WSNs [7, 19, 44]. We construct a number of these antennas
for our experiments.
DPT implementation. We implement DPT on top of
Contiki [11], along with a technique similar to CIT [35]. To
further improve the throughput, we pipeline packet trans-
missions on the nodes. When we start to receive a packet
and the start of frame delimiter (SFD) pin goes high, we
send an already bu↵ered packet from the microcontroller’s
memory to the radio transmit bu↵er. As we finish receiv-
ing the packet and the SFD pin goes down, we immediately
strobe the radio to transmit the packet we transferred to the
radio transmit bu↵er in the meantime. As the radio prepares
the packet for transmission, we change the antenna direction
towards the upstream node.

We use fixed-size packets for pipelined transmissions, which
enables fast and deterministic-time forwarding of the packet
as well as ensures that we can meet the timing requirements
for the capture e↵ect. This requires that concurrent packet
transmissions start within 160us of each other [28]. While
the packet is being transmitted over the air, we copy the pre-
viously received packet from the radio’s receive bu↵er to the
microcontroller’s memory. These techniques are also used
by other high-throughput bulk transfer protocols [9, 39].

At the source node, when forwarding packets over the dis-
joint paths, we ensure that the packets are sent back-to-back
with minimal delay. This is required to improve the through-
put since the delay that occurs when loading packets into the
radio transmit bu↵er at the source is lost once and for all, as
it cannot be gained back. For this, we employ a technique
similar to Glossy [17] to quickly load a packet at the source:
as soon as we finish transmitting a packet, we immediately
strobe the radio for the next transmission over the disjoint
path. While the radio calibrates and begins the transmis-
sion of the preamble, we load the packet to be transmitted.
As transmitting is slower than packet loading over the SPI
bus that connects the radio to the microcontroller on the
TMote Sky, we do not cause bu↵er under-runs.

The target applications can tolerate some packet loss [13,
47]. Thus, in our current implementation, we do not use
link-layer acknowledgments, which improves the end-to-end
throughput. If needed, one can send negative acknowledg-
ments after the bulk transfer finished to retrieve lost packets
from the source, as done in Flush [26].
CSP solver. We use MiniZinc 2.0 to solve the CSP. The
process includes two phases: the flattening [18] of the MiniZ-
inc model to a FlatZinc program, and the solving of the
FlatZinc program. Flattening expands all quantified expres-
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Figure 6: PRR and throughput for paths of equal length. DPT achieves a PRR above 90% and a maximum
throughput of 214 Kbit/s, close to the theoretical maximum. The number of hops between source and sink have little impact
on the performance.

sions, nested logical expressions, and macros into a sequence
of variable declarations and constraints. In Section 5, we
report the processing times for the two phases separately.
The flattening phase still presents room for improvements:
increasing its e�ciency is largely a matter of e↵ective engi-
neering. In contrast, the solving phase is di�cult to further
optimize, as the problem is inherently NP-hard.

5. EVALUATION
This section presents the experimental results we collect

by running DPT in real-world testbeds we build, considered
the absence of public testbed infrastructures featuring ESD

antennas. Overall, our results indicate that:

• DPT approaches the maximum throughput allowed by
the underlying link layer in most of the settings we test,
reaching a maximum performance of 214 kbit/s;

• the routing configuration output by the solver remains
usable, that is, the conflict graph still applies, much
longer than the duration of a typical bulk transfer;

• our custom heuristics more than halve the solving times
at the sink, with negligible impact on the optimality
of the obtained solution;

• in most scenarios, particularly with a larger number
of nodes, disjoint paths can be determined with high
probability, confirming the feasibility of our approach.

The remainder of this section illustrates the details leading
to the aforementioned results. Section 5.1 reports on the
performance of DPT in throughput and packet reception
rate (PRR). We study the e↵ect on the link dynamics on
our approach in Section 5.2, whereas Section 5.3 analyzes
the e�ciency of the solving process at the sink. Finally,
Section 5.4 o↵ers some considerations on how often disjoint
paths do exist in a general network. Complementing this
discussion, Section 6 places DPT’s performance in the larger
perspective of existing literature on bulk transfer protocols.
Testbeds. We run experiments in a 32 sqm o�ce environ-
ment as well as in an 80 sqm outdoor area in front of our
institution’s main building. The o�ce environment features
a complex radio setting, with metallic objects in the corners
and in the ceiling. Other interfering wireless networks, such
as WiFi, Bluetooth, and appliances operating in the ISM 2.4
GHz band, are also abundantly present. This environment
is harsh compared to that of our target applications, whose

Table 1: The number of di↵erent routing configura-

tions we observe in our experiments. We use ha, bi to
denote path 1 of length a and path 2 of length b.

<2,2> <3,3> <4,4> <4,2> <5,3>

3 9 5 3 3

characteristics are better approximated by the cleaner radio
environment we find outdoors. The results we report next
for the o�ce environment thus represent a worst case.

In both testbeds, we deploy up to twelve WSN nodes
equipped with our ESD antennas. To create a multi-hop
settings, we set the radio transmit power to -25 dBm. We
use 802.15.4 channel 15, as it is the least interfered chan-
nel in the o�ce environment. In the indoor experiments,
we place the nodes randomly and di↵erently for each exper-
iment run, but always approximately one meter above the
ground. In the case of outdoor experiments, the nodes are
again randomly placed in a di↵erent way for every experi-
ment run, approximately half a meter above the ground and
in line of sight of each other.

5.1 Bulk Transfer Performance
We first analyze whether we achieve our primary goal,

that is, achieving high-throughput bulk transfer.
Settings and metrics. Given a random placement of the
nodes, we collect link metrics for about an hour and then
trigger a bulk transfer of 350 Kbytes, using 123 bytes pack-
ets. Out of the 123 bytes, 1 byte is used to store the length
of the packet, 2 bytes for the 802.15.4 frame check sequence
field, and 5 bytes for control information. The remaining
115 bytes constitute the application payload. To calculate
the throughput we consider all the application data trans-
mitted within the duration of a bulk transmission, as done
in related work [9, 39].

In our setup, and even more in real applications, it is di�-
cult to control or to predict the shape of the routing solution
output by the CSP solver. The experiments we run yield,
as a result, di↵erent routing configurations with di↵erent
frequencies. Table 1 summarizes how many occurrences of
which routing configuration we observe in our experiments.
The results include configurations where the disjoint paths
have equal or di↵erent lengths. We analyze these separately,
to understand the influence of the routing configuration on



Figure 7: PRR for paths of unequal length. Paths of
di↵erent lengths do not cause synchronization problems, as
the performance remains similar to the case of equal length
paths, shown in Figure 6(a). Similar considerations apply
to throughput as well.

the synchronization along the parallel paths. We also inves-
tigate the impact of lossy links.

We take throughput and PRR as performance metrics,
similar to existing literature on bulk transfer protocols [9,
39]. At the sink and at all intermediate nodes, we measure
these quantities by keeping track of sequence numbers em-
bedded within the packets, whether the received packet is
corrupt, and the time when we start to receive the first and
the last packet in each experiment. When computing both
metrics, we exclude corrupted packets from the statistics,
which then cover only useful application data even though
approaches for recovering packets with bit-errors exist [22].
Equal length paths. Figure 6 shows DPT’s performance
in throughput and PRR for di↵erent disjoint path config-
urations of equal length. For both metrics, an increasing
number of hops has little impact on the performance. This
provides evidence of the scalability of our approach against
the depth of the network.

Figure 6(a) shows that in most settings, DPT receives
packets with a PRR above 90%. We also observe that a
small percentage of packets have CRC failures. This is likely
due to external interference from other wireless devices in
the o�ce environment, as the fraction of packets with CRC
failures is comparatively higher than in the outdoor setting.
Considered the intense levels of interference in the o�ce en-
vironment, nonetheless, we can maintain that their impact
on DPT’s performance is arguably limited.

Figure 6(b) shows the mean and maximum throughput we
measure in our experiments. Our results demonstrate that
DPT achieves a maximum throughput of 214 Kbit/s, ap-
proximating the maximum link-layer throughput [35]. As we
mentioned, the source cannot generate packets faster than
said maximum. Because of this, DPT’s performance, as well
as that of any other bulk transfer protocol based on the same
radio technology, is upper-bound by the source’s ability to
generate packets.

As a reference, Figure 6(b) also includes the throughput
we achieve by operating DPT over a single path. As one
would indeed expect in case the synchronization across the
two paths would be accurate, the throughput when using
two paths is almost twice that of the single path.
Unequal length paths. Figure 7 shows DPT’s perfor-
mance in throughput and PRR in case the routing configu-
ration includes paths of di↵erent length. The plot demon-

strates that DPT achieves a PRR above 90% in this case
as well. Worth noticing is also that the PRR of the con-
figuration with six nodes (h4, 2i) is similar to the PRR of
the configuration with the same number of nodes but equal
length paths (h3, 3i in Figure 6(a)). The same holds for
the configuration with eight nodes in Figure 7 (h5, 3i) com-
pared to the configuration with the same number of nodes
and equal length paths (h4, 4i in Figure 6(a)). These ob-
servations provide evidence that even with disjoint paths
of unequal length, the fast deterministic packet forwarding
keeps the jitter at the forwarding nodes to the minimum
and avoids synchronization problems that would lead to col-
liding transmissions. The same considerations apply to the
throughput performance, which we do not show for brevity.
Lossy links. While the CSP solver finds the optimal dis-
joint paths, it is still possible that one of them includes a
lossy link. The reason for this could simply be that there is
indeed no better path available. To understand how this oc-
currence may a↵ect the performance, we intentionally make
one of the links drop packets randomly. Specifically, we con-
sider two given disjoint paths: source ! 1 ! 2 ! 3 ! sink
and source ! 4 ! 5 ! 6 ! sink, and make node 5 drop 25%
of the packets—chosen randomly—when it forwards packets
to node 6.

Figure 8 shows the results of this experiment. Figure 8(a)
shows the PRR on a per-node basis. As expected, the PRR
at node 6 is lower than at other intermediate nodes, because
of the losses on the link connecting node 5 to node 6. In turn,
this a↵ects the PRR at the sink. Similar considerations ap-
ply to the throughput figures, as Figure 8(b) demonstrates.
These results show that the presence of a lossy link a↵ects
the performance in an appreciable manner.

We acknowledge this limitation of DPT, essentially caused
by the absence of redundancy in the routing configuration.
Nevertheless, there are ways to redress the situation. One
possibility, for example, is to implement a local repair mech-
anism that, upon recognizing a lossy link, attempts to locally
change the routing configuration based on inputs provided
by the CSP solver, such as alternative upstream nodes that
can be output together with the optimal solution.

5.2 Link Dynamics
In this experiment we investigate the e↵ect of link dynam-

ics. To this end, we collect the link metrics over a period
of more than 24 hours in our indoor o�ce environment on
a working day using 10 ESD antennas. We process the link
metrics over the past hour and compute the solution to the
multi-path routing problem.

The results indicate that the optimal solution changes
quite rapidly after it has been obtained, in particular during
daytime when people move and more interference is present.
This is expected in an indoor environment. Nevertheless,
more important for DPT is the timescale at which the solu-
tion obtained remains usable, since this determines if we can
successfully complete a bulk transfer. A solution is usable
as long as the transmissions which happen simultaneously
can leverage the capture e↵ect on a given receiver, and thus
do not collide. This holds true if the di↵erence in the RSSI
measures of all pairs of involved links, with given antenna
configurations, are still above the threshold T

c

.
To investigate this aspect, we choose an upper bound for

the times it takes to solve the CSP, inject the solution into
the network, and trigger the source to start the bulk trans-
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Figure 8: Throughput and PRR in the presence of a lossy link, in a configuration with eight nodes. To emulate
a bad link, 25% of the packets are dropped randomly as they are forwarded from node 5 to node 6. The lossy link significantly
a↵ects the PRR and throughput.

Heuristic Running time No solution/ � (avg)
improvement (%) Sub-optimal

Top M=5 57.09 2/2 57

Top M=10 34.37 0/0 81

Weighted top

N=25%

44.33 0/0 76

Table 2: The performance of di↵erent heuristics in

running times and impact on a solution’s optimality.

We indicate under ”No solution/Sub-optimal” the number of
times when no solution or a sub-optimal solution is found.
A sub-optimal solution has a higher cost than the optimal
solution according to Equation (1). Both heuristics provide
drastic improvements in running time, whereas only using
top M with M = 5 we observe an e↵ect on the optimality of
the routing configuration.

fer as described in Section 3.5. We select a conservative
upper bounds of 5 minutes. Thus, we shift the collected
link-metrics by an interval of 5 minutes and compute the
solution at every such interval over the entire period of 24
hours. For each such solution, we investigate at which time
scale the solution is still usable.
Results. Figure 10 depicts the result of the experiment.
The figure indicates that the routing solutions found are us-
able during the duration of a typical bulk transfer. Further,
it shows that for almost 50% of the solutions the disjoint
path remains usable for a time period larger than 50 min-
utes, which suggests that in many cases the collection of
links metrics can proceed leisurely.

5.3 CSP Solving
We study the e�ciency of the solving process at the sink.

First, we measure the running times without applying the
heuristics of Section 3.3. We consider these figures as a
baseline. Next, we measure the improvements brought by
the heuristics against the impact in terms of optimality of
the obtained routing configurations.

All measurements are taken using MiniZinc 2.0 on an Intel
Core i7 at 3.5 GHz with 16 Gbytes of RAM running OS X
10.10.2. As input, we use the link metrics collected in thir-
teen real-world experiments among those used to understand
the bulk transfer performance, reported in Section 5.1. This
data set, albeit not vast, represents very diverse scenarios

in terms of shape and characteristics of the network topol-
ogy. We thus maintain that the results we describe next are
already conducive to valuable observations.
Results. Figure 9 depicts the results we collect. Based on
our data set, the running times without applying any heuris-
tics, are not prohibitive, yet still significant. Moreover, as
discussed in Section 4, the process consists of two distinct
phases, namely the flattening of the CSP formulation, and
the solving itself. The flattening step greatly dominates the
total running time—by orders of magnitude—despite the
solving step being NP-hard, whereas the flattening step is
not. This crucially indicates that the largest room for im-
provement is in the flattening step.

Confronted with these results, we devise the heuristics il-
lustrated in Section 3.3 to reduce the size of the CSP input
to the flattening step, aiming at lowering the overall running
times. Figure 9 confirms that this strategy is indeed e↵ec-
tive. The running times are often more than halved com-
pared to the baseline. The gains also appear more marked
at larger scales. In particular, for 12 nodes, top M with
M = 5, that is, by keeping only the five strongest antenna
configurations according to RSSI values between a pair of
nodes, we can reduce the solving time to 58 seconds: a 66%
improvement over the baseline.

When applying the heuristics, however, we may mistak-
enly filter out links that would be included in the optimal
solution if they were available to the CSP solver. In turn,
this would inevitably result in a sub-optimal output by the
CSP solver. To understand this trade-o↵, we consider the
di↵erence in the value of the objective function in our CSP
formulation, specified in Equation (1).

Moreover, even if two solutions have the same overall cost,
they may still di↵er in the links or antenna configurations
employed. To this end, we defined a metric � as the percent-
age of links and corresponding antenna configurations found
in both solutions. In a sense, � indicates the extent of topo-
logical overlapping between two solutions; thus, � = 100%
if two routing configurations are identical, whereas � = 0%
if two solutions are di↵erent in all links or antenna configu-
rations.

Table 2 presents the average results across all network
topologies we test. The numbers indicate that our heuristics



Figure 9: Running times of the solving process at

the sink. The flattening step dominates the solving times.
The heuristics reduce the running times by more than half,
with greater improvements with more nodes.

do reduce the running times at the sink, but sometimes at
the cost of sub-optimal routing configurations. For example,
using top M with M = 5, we reduce the running times by
57%, on average. However, the optimality of the solution is
partly a↵ected: in two instances out of thirteen, the solution
is sub-optimal, that is, Equation (1) evaluates to a higher
value. Moreover, in other two instances, MiniZinc cannot
find a solution, likely because the heuristic removes a link
that is fundamental to identify the disjoint paths.

Increasing M to 10 reduces the improvement in running
times to around 34%, but does not a↵ect the optimality
of the solution. Indeed, the cost returned by MiniZinc by
solving Equation (1) is exactly the same with and without
using top M. Interestingly, the routing configuration is not
identical. As � equals 81, we conclude that some links or an-
tenna configurations di↵er. Applying weighted top N% with
N = 25% leads to similar conclusions, with better improve-
ments in running time compared to top M with M = 10.

In conclusion, we argue that both heuristics are useful
to the practical applicability of DPT. Crucially, both o↵er
tunable parameters that designers may use as a knob to
explore the trade-o↵ between running times at the sink and
optimality of the routing configuration.

5.4 Feasibility
DPT operates by forwarding packets over two node- and

link-disjoint paths. A natural question is then to test how
likely it is to find two such paths between a source and a sink
in a general network. To find an answer, we use a synthetic
network model generator we implement. This allows us to
quickly test a sizable number of network topologies.

Our tool generates the network model by randomly dis-
tributing a configurable number of nodes over a limited area
as follows. We place the initial node completely random.
After placing a node, we place the next one at a distance
from the previous node that follows a Gaussian distribu-
tion with a mean roughly three quarters of the communica-
tion range when our ESD antenna is set to omni-directional
mode. Following the idea of the Poisson Disc distribution,
we also enforce a minimum distance between the new node
and all previously placed nodes.

When all nodes are distributed in the area, we compute
the physical distance between each pair of nodes and assign
it an omni-directional RSSI value based on the log-distance
path loss model, using a path loss exponent of two, typical

(55 min, 0.5)

Figure 10: The timescale at which the disjoint path

remains usable. For over 50% of the solutions the disjoint
path is usable for over 55 minutes.

of free space [23, 42]. Given a directional antenna configura-
tion for the two nodes, we manipulate the omni-directional
RSSI based on empirical values that we have gathered dur-
ing our experiments. For the antenna configurations in the
direction of maximum gain, we increase the directional RSSI
compared to the omni-directional value, and vice versa in the
opposite antenna direction. Based on this network model,
we construct the conflict graph and input it to the solver,
as if the link metrics were collected from a real network.
The solver then searches for the optimal solution to CSP
formulation in Section 3.4.
Results. We check networks of 12 and 18 nodes. For these
networks, disjoint paths form in more than 60% and 80% of
the 50 simulations, respectively. The evidence shows that
the 1-hop neighbors of the sink and of the source are cru-
cial. If these do not o↵er su�cient options to form the two
node- and link-disjoint paths, finding a solution to the CSP
becomes di�cult. On the other hand, if the network is su�-
ciently dense, there are typically more than enough options
in the more central parts of the network.

While these results are based on random placement, real
deployments rarely consist of randomly-scattered nodes. No-
des are rather placed carefully to cover the events of interest
and/or to obtain a well-connected network [38]. In this re-
gard, we believe that existing tools for pre-deployment, such
as Scale [3] and Trident [24], can be fruitfully employed to
ensure that disjoint paths can be formed in most cases; for
example, by also checking how the network topology changes
by switching to a di↵erent radio channel. The fallback solu-
tion, always available with DPT, is to use just one path.

6. DISCUSSION
An experimental comparison of DPT against existing pro-

tocols for bulk transmissions, such as P3 [9] or PIP [39], is
hardly feasible. These protocols are indeed developed and
evaluated on testbeds with omni-directional antennas. They
would then need significant redesigns to work with ESD an-
tennas. Moreover, even if such re-designs were possible, the
protocol logic would fundamentally mismatch the antenna
operation. In simpler terms, it would be a case of “fitting a
square peg into a round hole”.

What we can do, however, is to place DPT’s performance
into the larger perspective of the state of the art, as reported
in the relevant literature. We discuss this on two accounts:
throughput and energy consumption.



Figure 11: Maximum throughput of DPT and exist-

ing bulk transfer protocols. The performance figures for
the latter are taken from literature. The absolute numbers
suggest that DPT outperforms existing protocols in terms of
maximum performance, while using only one channel.

Throughput. Figure 11 reports the maximum through-
put figures for DPT and existing bulk transfer protocols, as
found in the literature.

The left part of the chart shows the throughput of DPT
and of other bulk transfer protocols when operating on a
single path. The highest throughput found in the literature
using this configuration is that of Österlind and Dunkels [35],
indicated as OD, who achieve 108.8 kbit/s. This is 97% of
the upper bound with 802.15.4 radios over single paths and
multiple hops [35]2. Flush [26] is considerably slower with
a throughput of only 4.8 kbit/s. By using a custom TDMA
mechanism, multiple channels, and CIT, PIP [39] achieves a
throughput of 58.4 kbit/s, which corresponds to 52% of the
upper bound. DPT, on the other hand, achieves a through-
put slightly higher than that of Österlind and Dunkels. The
reason for this is that switching radio channel, as they do,
takes slightly more time than reconfiguring our ESD an-
tenna, hence the higher throughput.

Using multiple paths, as in the protocols on the right part
of Figure 11, the source can inject packets into the network
as quickly as possible. Hence, the maximum throughput can
approach the theoretical radio bandwidth, barring any pro-
cessing delay between consecutive packets. With this con-
figuration, the highest throughput reported in the literature
is that of P3 [9], which attains 199.68 kbit/s. Ekbatani-
fard et al.’s FastForward [14] leverages a dual-radio plat-
form, which in some sense also uses two paths. With this
technique, they achieve a throughput of 189.6 kbit/s. Our
approach achieves a maximum throughput of 214 kbit/s,
hence markedly higher than existing protocols.
Energy consumption. Table 6 reports the energy con-
sumed by DPT, P3, and PIP in a bulk transfer of 100 Kbytes
across 4 hops, as found in the literature for the latter two.

In these settings, these protocols di↵er in throughput and
number of nodes required for the transfer. For example,
DPT’s two disjoint paths require together eight nodes, while
PIP uses five nodes on a single path. P3 makes use of a mod-
ified form of Glossy floods [17], which results in employing
way more nodes than both PIP and DPT. In a 4 hops set-
ting, P3 uses approximately 26 nodes [9].

2The upper bound of 112.5 kbit/s is simply half of the the-
oretical radio bandwidth, due to the half-duplex operation.

Metric DPT P3 PIP

throughput (kbit/s) 203 199 58
nodes employed 8 26 5
per-node energy (mJ) 236.5 241.2 810
network-wide energy (mJ) 1891.6 6271.1 4050
energy ratio to DPT 1 3.32 2.14

Table 3: Energy consumption for transferring 100

Kbytes of data over 4 hops using DPT and existing

bulk transfer protocols. The performance figures for the
latter are taken from literature. DPT outperforms both P3
and PIP in network-wide energy consumption.

All three protocols, nonetheless, keep the radio always on
during a bulk transfer. By making the established assump-
tion of a 60 mW power consumption when the radio is turned
on [10], DPT and P3 would enjoy a lower per-node energy
consumption compared to PIP. This is essentially because,
due to higher throughput, the bulk transfer takes less time
in DPT and P3, roughly 4 seconds for 100 Kbytes of data.

On a network-wide scale, however, P3’s use of Glossy
floods is detrimental to the overall energy figures. By em-
ploying more nodes than DPT for the same bulk transfer,
a system running P3 would consume more than three times
the energy. This is essentially the price to pay for the added
resilience provided by Glossy floods. As for the network-
wide energy consumption of PIP, this is still more than twice
that of DPT. This time, the result is due to the larger la-
tency to complete the transfer, which forces nodes to keep
their radios on much longer.

Note that, as in P3 and PIP, we do not consider the energy
cost to acquire the topology information necessary to setup
the bulk transfer, as in P3, or to establish the multi-hop
path from source to sink in a distributed fashion, as in PIP.
Essentially, the problem of topology discovery is orthogonal
to that of achieving energy-e�cient high throughput, and
dedicated solutions are needed.

7. CONCLUSION
Directional antennas reduce contention while extending

the communication range. In this paper, we use these fea-
tures to devise DPT, the first high-throughput bulk transfer
protocol that leverages ESD antennas. We transmit data
over two multi-hop disjoint paths that we find by solving a
CSP formulation of the routing problem at hand. Our re-
sults, obtained in a testbed using 802.15.4 radios and ESD

antennas, indicate that DPT achieves a maximum through-
put of 214 kbit/s, close to the maximum supported by the
link layer, in the settings we test.
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